Uses of Active and Passive Learning in Stateful Fuzzing
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ABSTRACT
This paper explores the use of active and passive learning, i.e. active and passive techniques to infer state machine models of systems, for fuzzing. Fuzzing has become a very popular and successful technique to improve the robustness of software over the past decade, but stateful systems are still difficult to fuzz. Passive and active techniques can help in a variety of ways: to compare and benchmark different fuzzers, to discover differences between various implementations of the same protocol, and to improve fuzzers.

1 INTRODUCTION
Fuzzing (or fuzz testing) is a testing technique used in the late eighties to find vulnerabilities in UNIX utilities by sending malformed messages. Despite the technique being known for more than 30 years, only recently the software security community showed interest in stateful fuzzers, i.e. fuzzers specifically tailored to stateful systems.

Research into methods to infer state models refers back to the 1980s as well, notably with the L* algorithm [2] as a black-box technique to infer the state model of a system by so-called active learning, i.e. interacting with the system and observing its responses.

Passive learning is another approach to infer state models of systems. It does not require interaction with the system but just needs a set of collected traces [13].

These three techniques (stateful fuzzing, active learning and passive learning) can be combined in various ways to improve the security testing of stateful systems. Having a state model of the System Under Test (SUT) can be an important advantage for stateful fuzzing, and both active and passive learning can be used to supply such a model (see Section 2.1). Moreover, active and passive learning can be used to benchmark stateful fuzzers (see Section 2.2) or for differential testing (see Section 2.3).

1.1 Fuzzing and Stateful Fuzzing
Fuzzing is a testing technique used to find vulnerabilities in software [7, 15]. In the last decade, especially since the advent of AFL [14], the use of fuzzers have become very successful, revealing many security flaws.

To fuzz a SUT we feed it randomly generated, often malformed inputs to check if these trigger bugs. Stateful fuzzing – i.e. fuzzing a stateful system – is more challenging: instead of just sending a message we may need to send a sequence of messages (what we will call a trace) to get the SUT in the right state where a bug can be triggered [4]. Knowing the state model of the SUT can help as we can make sure we visit all the states, effectively fuzzing the SUT in each state.

1.2 Active Learning
Active learning infers the state model of a SUT by interacting with it [11]. The idea is that we gradually improves our understanding of the model by trying out sequences of inputs and checking if the observed output correspond with the expected behaviour, and if not, refining the state machine model for the behaviour.

Active learning can be very accurate but also very slow, as it involves exhaustively trying our all the possible traces up to a given length. The state space can explode because of the number of possible messages and the size of the state models. It can be regarded as a limited form of fuzzing [5], where we only mutate the order of a fixed set of messages but not these messages themselves. But a core difference between active learning and stateful fuzzing is that the former aims to infer the state model of the SUT, while the latter aims to trigger bugs.

Active learning has been proven extremely effective and broadly applicable thanks to its black-box nature.

1.3 Passive Learning
Passive learners are quite different from the stateful fuzzers and the active learner tools. While fuzzers and active learning tools actively send messages to the SUT, passive learners take a set of traces that have been collected beforehand as input to then infer a state machine [13]. During this process, also known as grammatical inference, there is no further interaction with the SUT. The set of traces used could be produced by using a stateful fuzzer.

Passive learning used in combination with a stateful fuzzer can gives a good approximation of the state model much faster than active learning. It could even produce a more detailed model than an active learner tool since the traces given to the passive learner may also contain malformed messages (and not just malformed traces of correctly formed messages). However, that depends heavily on the effectiveness of the (stateful) fuzzer.

2 COMBINATIONS
Stateful fuzzing, active learning and passive learning can be combined to achieve different goals.

2.1 Improving the effectiveness of stateful fuzzers
Some stateful fuzzers already use passive or active learning ([1, 3, 9]), but most of them do not. Since active and passive learning techniques work in a black-box fashion, they can be easily added to existing stateful fuzzers in order to improve their state-awareness.

2.2 Benchmarking of stateful fuzzers
Benchmarking fuzzers is challenging and benchmarking stateful fuzzers is even more so [6]. Knowing the state model can help here
as it allows us to count how many states are visited during the fuzzing and how heavily each state has been fuzzed. For example, if fuzzer A reaches 3 of the 8 states and fuzzer B 7 of the 8 states we can argue that fuzzer B is more effective than fuzzer A in exploring the state model. Both active and passive learning can help in providing the state model than we can then use to measure the coverage.

The state models inferred by active and passive learning tools can be different (e.g. see Fig. 1 and 2). As already mentioned in Section 1.3, the set of traces given as input to a passive learner may not only involve mutations in the order of the messages (which active learning would also explore) but may also involve mutations of individual messages (which active learners typically do not explore, but which most fuzzers will). Differences between state models inferred by active and passive learning may point to flaws in the SUT, more specifically in the program logic when it comes to handling malformed messages.

2.3 Differential testing
Comparing the state models of different implementations of the same protocol can also be valuable [8]. As already mentioned in Section 1.3, the set of traces given as input to a passive learner may not only involve mutations in the order of the messages (which active learning would also explore) but may also involve mutations of individual messages (which active learners typically do not explore, but which most fuzzers will). Differences between state models inferred by active and passive learning may point to flaws in the SUT, more specifically in the program logic when it comes to handling malformed messages.

3 CONCLUSIONS
This paper sheds light on the differences and similarities between active learning, passive learning and stateful fuzzing and ways these could be combined. In particular, we suggest how stateful fuzzers might benefit from models obtained by active or passive learning to improve their effectiveness, allowing benchmarking and do differential fuzzing.
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